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Abstract

In this paper, we propose typed graph theory, a generalisation of graph theory
by extending graphs with type systems. Type theory, as a study of type sys-
tems, was originally developed as a formal system in logics. In the proposed
typed graph theory, every vertex has a type and operations are restricted to
vertices of a certain type. We revisit core concepts in graph theory, where
new interesting properties emerge due to the proposed extension with type
systems.
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1. Introduction

In this paper, we extend the concept of a graph with type systems, called
typed graphs. In particular, we revisit several well-known graph properties
and operations where new interesting properties emerge due to the proposed
extension with type systems. The proposed extension to graph theory with5

type systems, that we call typed graph theory, is a generalisation of graph
theory, and we assure to keep the generalisation consistent throughout the
paper.

Type systems are subject of study in type theory and programming lan-
guages. In a system of type theory, each term has a type and operations10

are restricted to terms of a certain type [1, 2]. Type theory was initially
proposed by Bertrand Russel [1], and further developed by others such as
Whitehead and Hilbert, in order to address paradoxes in formal logics and
rewriting systems. Afterwards, Alonzo Church [2] developed simply typed
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λ-calculus which is a typed formalism based on λ-calculus and simple type15

theory. In Section 3 we define a substitution rule with a similar concept to
the one used by Church [2].

2. Typed graphs

In this section, we define typed graphs as undirected graphs extended
with type systems, however, these concepts can be easily extended to directed20

graphs.

Definition 2.1. Let T be a non-empty set of types and let L be a set of labels2.
We say that G = (V,E, T ) is a typed graph with vertex-set V ⊆ L × T and
edge-set E ⊆ V × V .

We will denote vertices (v1, τ1) ∈ V by v1:τ1 and edges by {v1:τ1, v2:τ2}.25

Notice that two distinct vertices v1 : τ1, v2 : τ2 ∈ V have v1 6= v2 but their
types τ1 and τ2 can be the same. A homogeneous graph G of type τ is
a typed graph G = (V,E, T ) where T = {τ} and therefore all vertices in
V have type τ . Similarly, a singleton graph of type τ is a graph defined
as G = ({v : τ}, ∅, {τ}). Graphs in classic graph theory are equivalent to30

homogeneous typed graphs and thus just special cases of typed graphs.

Definition 2.2 (Subgraph). Let G1 = (V1, E1, T1) be a typed graph. G2 =
(V2, E2, T2) is a typed subgraph of G1, denoted by G2 ⊆ G1, if and only if
V2 ⊆ V1, E2 ⊆ E1 and T2 ⊆ T1.

Similar to the definitions of vertex-induced subgraph and edge-induced35

subgraph, we also define type-induced subgraph, see Definition 2.3.

Definition 2.3 (Type-induced subgraph). Let G = (V,E, T ) be a typed
graph and T ′ ⊆ T . Define the type-induced subgraph of G, denoted by G[T ′],
as the typed subgraph (V ′, E ′, T ′) of G such that V ′ = {v:τ ∈ V |τ ∈ T ′} and
E ′ = {{v1:τ1, v2:τ2} ∈ E|v1:τ1, v2:τ2 ∈ V ′}.40

Definition 2.4 (Isomorphism). Let G1 = (V1, E1, T1) and G2 = (V2, E2, T2)
be typed graphs, with V1 ⊆ L1 × T1 and V2 ⊆ L2 × T2. The two typed
graphs G1 and G2 are isomorphic, denoted G1 ' G2, if and only if there is
a bijection φ : L1 × T1 → L2 × T2 such that V2 = {φ(vi, τi)|vi:τi ∈ V1} and
E2 = {{φ(vi, τi), φ(vj, τj)}|{vi:τi, vj:τj} ∈ E1}.45

2Usually we can consider that L is the set of natural number N.
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Whilst both vertex and edge deletion are type-independent operations,
vertex and edge contractions are type-dependent operations in typed graphs.
As we formally define below, vertex contraction is well-defined only for pairs
of vertices of the same type and, similarly, edge contraction is well-defined
only for edges with endpoints of the same type.50

Definition 2.5 (Vertex contraction). Let G = (V,E, T ) be a typed graph
and vi:τ, vj:τ ∈ V are vertices of the same type τ . Let φ be a function which
maps every vertex in V \ {vi :τ, vj :τ} to itself, and otherwise, maps it to a
new vertex w:τ . The contraction of vertices {vi:τ, vj:τ} results in a new typed
graph G′ = (V ′, E ′, T ), where V ′ = (V \{vi:τ, vj:τ})∪{w:τ} and E ′ is defined55

with a correspondence to E such that for every v ∈ V , v′ = φ(v) ∈ V ′ is
incident to an edge e′ ∈ E ′ if and only if, the corresponding edge, e ∈ E is
incident to v in G.

Definition 2.6 (Edge contraction). Let G = (V,E, T ) be a typed graph
containing an edge ε = {vi:τ, vj:τ}, with vertices of the same type τ . Let φ be60

a function which maps every vertex in V \{vi:τ, vj:τ} to itself, and otherwise,
maps it to a new vertex w :τ . The contraction of ε results in a new typed
graph G′ = (V ′, E ′, T ), where V ′ = (V \{vi:τ, vj:τ})∪{w:τ} and E ′ is defined
with a correspondence to E \{ε} such that for every v ∈ V , v′ = φ(v) ∈ V ′ is
incident to an edge e′ ∈ E ′ if and only if, the corresponding edge, e ∈ E \{ε}65

is incident to v in G.

Definition 2.7 (Reduced normal form). A typed graph is in the reduced
normal form if and only if for any given edge {vi :τi, vj :τj} ∈ E, we have
τi 6= τj.

If a typed graph is not in the reduced normal form, its reduced normal70

form can be obtained by repeatedly contracting edges with endpoints of the
same type, until no further edge contraction is possible. Corollary 2.12 shows
that the reduced normal form of a typed graph is unique. Denote by <G
the reduced normal form of a typed graph G. Theorem 2.8, that follows
immediately from the definition, states that if G is in the reduced normal75

form then <G ' G and no further reduction is possible.

Theorem 2.8. If a typed graph is in the reduced normal form, no reduction
by edge contration is possible.

Proof. Follows immediately from the definition that a graph in the reduced
normal form has no edge with both endpoints of the same type.80
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Theorem 2.9. If G is a typed graph in the reduced normal form and H is a
subgraph of G, then H is in the reduced normal form.

Proof. Suppose H is not in the reduced normal form, then there is an edge
{vi :τi, vj :τj} in the edge-set of H, with τi = τj, which is a contradiction
because {vi :τi, vj :τj} is also in the edge-set of G, which is in the reduced85

normal form.

Definition 2.10 (Homogeneous connected components). Let G = (V,E, T )
be a typed graph. Define a relation ∼ on V as follows: for all vi:τi, vj:τj ∈ V ,
define vi:τi ∼ vj:τj if and only if τi = τj and there is at least one homogeneous
path from vi:τi to vj:τj, where all vertices in the path have the same type τi.90

The relation ∼ is an equivalence relation. The subgraphs of G induced by the
equivalence classes of ∼ are called homogeneous connected components of G.

Theorem 2.11. Let G = (V,E, T ) be a typed graph and S be the set of
homogeneous connected components of G. Let G′ = (V ′, E ′, T ) be the graph
consisting of the homogeneous connected components of G as vertices, i.e.95

V ′ = {H :τ |H ∈ S ∧ T (H) = {τ}}, and E ′ is the set of edges for which
{H1:τ1, H2:τ2} ∈ E ′ implies that H1, H2 ∈ S, with H1 6= H2, and ∃{v1:τ1, v2:
τ2} ∈ E with v1:τ1 ∈ V (H1) and v2:τ2 ∈ V (H2). Therefore G′ is isomorphic
to <G.

Proof. Let H ∈ S. We have that the reduced normal form of H is a singleton100

typed graph, i.e., <H ' ({w:τ}, ∅, {τ}), since, by definition, H is a connected
graph and ∀v1:τ1, v2:τ2 ∈ V (H), τ1 = τ2. Therefore <H contracts all edges of
H, resulting in the singleton typed graph, regardless of the order the edges
are contracted. The resulting contracted singleton typed graph corresponds
to the vertex H:τ in the typed graph G′. However, edges of G with endpoints105

of different types are not contracted by <G and by definition they also belong
to different homogeneous connected components of G, therefore belonging to
both G′ and <G.

Corollary 2.12 (The reduced normal form uniqueness). If G′ and G′′ are
reduced normal forms of a typed graph G, G′ ' G′′.110

Proof. Follows immediately from Theorem 2.11 and also from the fact that
the set of equivalence classes of an equivalence relation is uniquely defined.
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Definition 2.13 (Reduced form equivalence). Let G1 = (V1, E1, T1) and
G2 = (V2, E2, T2) be typed graphs. If <G1 and <G2 are isomorphic, then G1115

and G2 are said to be reduced form equivalent, denoted by G1 ≡ G2.

Notice that the reduced form equivalence satisfies reflexivity, symmetry
and transitivity. We denote by [G]≡ the equivalence class of a graph G
regarding the reduced form equivalence relation. Clearly |[G]≡| is infinite,
since each vertex in the reduced normal form could be a result of reducing120

any connected typed graph with all vertices having the same type as the
reduced vertex. We provide further analysis of the reduced form equivalence
class in Section 3.

3. Subgraph substitution rule

In this section, we define a substitution rule that maps from one typed125

graph to another reduced form equivalent typed graph. We first define two
predicates that will be used for defining the subgraph substitution rule.

Let G = (V,E, T ) be a typed graph and v :τ ∈ V . The first predicate,
PP (S, v:τ), defines a set S that is a valid superset of the complete partitioning
of N(v:τ), the set of vertices adjacent to v:τ .

PP (S, v:τ) :[∀S ′ ∈ S, S ′ 6= ∅ =⇒ @S ′′ 6= S ′ ∈ S, S ′ ∩ S ′′ 6= ∅]∧
[∀v′:τ ′ ∈ N(v:τ),∃S ′ ∈ S, v′:τ ′ ∈ S ′].

In other words, PP (S, v:τ) is true for a given set S if and only if NP ⊆ S, such
that NP is a partition of N(v:τ), i.e. NP contains a collection of mutually
disjoint non-empty sets whose union is N(v:τ).130

The second predicate, PC(V ′, E ′, τ), is true if and only if (V ′, E ′, {τ}) is
an homogeneous connected component.

PC(V ′, E ′, τ) : ∀S ′:τ ∈ V ′,∀S ′′:τ ∈ V ′, S ′:τ ∼ S ′′:τ

where ∼ is the relation presented in Definition 2.10.
Let G(v:τ) such that

G(v:τ) = {(V ′, E ′, {τ}|V ′ = {S ′:τ |S ′ ∈ S} ∧ PP (S, v:τ) ∧ PC(V ′, E ′, τ)}.

G(v : τ) defines the set of all typed graphs G′ ∈ G(v : τ) such that <G′ is135

isomorphic to the singleton graph ({v:τ}, ∅, {τ}), i.e., G(v:τ) is isomorphically
equivalent to the set of all connected homogeneous typed graphs with type-
set {τ}.
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Definition 3.1 (Vertex substitution). Let G = (V,E, T ) be a typed graph
and v:τ ∈ V . Let H ∈ G(v:τ).140

Sv:τH |G = (V ′, E ′, T )

such that V ′ = (V \ {v:τ}) ∪ V (H) and E ′ = (E \ E ′′) ∪ E(H) ∪ E ′′′ with
E ′′ = {{v:τ, v′:τ ′}|v′:τ ′ ∈ N(v:τ)} and E ′′′ = {{S ′:τ, v′:τ ′}|v′:τ ′ ∈ N(v:τ) ∧
S ′:τ ∈ V (H)}. V (H) is the vertex-set of H and E(H) is the edge-set of H.

Theorem 3.2. Let G = (V,E, T ) be a typed graph and v :τ ∈ V . For all
H ∈ G(v:τ) we have that Sv:τH |G ≡ G.145

Theorem 3.2 follows directly from the definition of vertex substitution.
Sv:τH |G substitutes a vertex v:τ by a connected typed graph that is reduced
form equivalent to the singleton graph ({v:τ}, ∅, {τ}).

Theorem 3.3. Let G be a typed graph and <G = (V,E, T ) be its reduced
normal form, where V = {v1:τ1, v2:τ2, . . . , vn:τn}, n ∈ N. Let K be the set150

K = {Sv1:τ1H1
|Sv2:τ2H2

| . . . |Svn:τnHn
|<G | Hi ∈ G(vi:τi), vi:τi ∈ V }

where Sv1:τ1H1
|Sv2:τ2H2

| · · · |Svn:τnHn
|<G represents the consecutive application of the

substitution rule, i.e., Sv1:τ1H1
|
(
Sv2:τ2H2

|
(
· · · |

(
Svn:τnHn

|<G
)
· · ·
))

. Therefore,

(∀G′ ∈ K, ∃G′′ ∈ [G]≡, G
′ ' G′′) ∧ (∀G′ ∈ [G]≡,∃G′′ ∈ K,G′ ' G′′)

Proof. It follows directly from the definition of the substitution rule and the
definition of G(vi:τi), vi:τi ∈ V , since G(vi:τi) is isomorphically equivalent to
the set of all connected typed graphs with type-set {τi}. By substituting all155

vertices vi:τi in the reduced graph of G, by any other Hi of the same type, we
can produce typed graphs isomorphic to any graph in the equivalence class
[G]≡.

Proposition 3.4 analyses the size of a restricted subset of this equivalence
class, which is itself finite if and only if the typed graph in reduced normal160

form is also finite.

Proposition 3.4. Let G = (V,E, T ) be a typed graph and v:τ ∈ V . Consider
a restricted form of the first predicate that accepts only sets that is itself a
complete partitioning of N(v:τ), i.e., P ∗P (S, v:τ) : PP (S, v:τ) ∧ [∀S ′ ∈ S, S ′ ⊆
N(v:τ)]. In other words, PP (S, v:τ) is true for a given set S if and only if S165
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itself is a partition of N(v:τ), i.e. S contains a collection of mutually disjoint
non-empty sets whose union is N(v:τ). Consider also a restricted subset of
G(v:τ), namely, G∗(v:τ), such that

G∗(v:τ) = {(V ′, E ′, {τ}|V ′ = {S ′:τ |S ′ ∈ S} ∧ P ∗P (S, v:τ) ∧ PC(V ′, E ′, τ)}.

Finally, consider K ⊆ [G]≡ such that

K = {Sv1:τ1H1
|Sv2:τ2H2

| . . . |Svn:τnHn
|G | Hi ∈ G∗(vi:τi), vi:τi ∈ V }

Therefore170 ∏
v:τ∈V

(
d(v:τ)

2

)
≤ |K| <

∏
v:τ∈V

(
d(v:τ)

2

)
2(d(v:τ)2 )

Proof. Let d′ = d(v :τ). Notice that {S|P ∗P (S, v :τ)} is the set of all valid
partitions of the set N(v :τ) into exactly d′ partitions, where some of the
partitions may receive no element of N(v:τ). We can partition N(v:τ) in a
total of

(
d′

2

)
different ways. Thus |{S|P ∗P (S, v:τ)}| =

(
d′

2

)
.

For any valid vertex-set V ′ = {S ′:τ |S ′ ∈ S}, with P ∗P (S, v:τ) true, the set175

{E ′|PC(V ′, E ′, τ)} represents the set of all edge-sets such that the resulting

graph is connected. Therefore, |{E ′|PC(V ′, E ′, τ)}| < 2(d
′
2 ), which also follows

that
(
d′

2

)
≤ |G∗(v:τ)| <

(
d′

2

)
2(d
′
2 ).

If we repeat this process for all vertices in V we can easily conclude that∏
v:τ∈V

(
d(v:τ)

2

)
≤ |K| <

∏
v:τ∈V

(
d(v:τ)

2

)
2(d(v:τ)2 )

180

We have defined and studied a vertex substitution rule. We can also
generalise this substitution rule as a subgraph substitution rule. Let G′ =
(V ′, E ′, {τ}), τ ∈ T , be a connected homogeneous subgraph of type τ of
G, i.e. G′ ⊆ G and G′ have all vertices of type τ . Let N(G′) be the set
{v :τ ∈ V \ V ′|{v :τ, v′ :τ ′} ∈ E ∧ v′ :τ ′ ∈ V ′}. We first consider another
predicate, PP (S,G′, τ), that defines a set S that is a valid superset of the
complete partitioning of N(G′).

PP (S,G′) :[∀S ′ ∈ S, S ′ 6= ∅ ∧ @S ′′ 6= S ′ ∈ S, S ′ ∩ S ′′ 6= ∅]∧
[∀v′:τ ′ ∈ N(G′),∃S ′ ∈ S, v′:τ ′ ∈ S ′].
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Let G(G′) such that

G(G′) = {(V ′, E ′, {τ})|V ′ = {S ′:τ |S ′ ∈ S} ∧ PP (S,G′) ∧ PC(V ′, E ′, τ)}.

G(G′) defines the set of all typed graphs G′′ ∈ G(v:τ) such that G′′ is reduced
form equivalent to G′. The set G(G′) also represents the set of all connected
typed graphs with type-set {τ}.

Definition 3.5 (Subgraph substitution). Let G = (V,E, T ) be a typed graph185

and G′ be a homogeneous connected subgraph of G, where all vertices of G′

have the same type τ ∈ T . Let H ∈ G(G′).

SG′H |G = (V ′, E ′, T )

such that V ′ = (V \V (G′))∪V (H) and E ′ = ((E \E(G′))\E ′′)∪E(H)∪E ′′′
where E ′′ = {{v:τ, v′:τ ′} ∈ E|v:τ ∈ V \ V (G′) ∧ v′:τ ′ ∈ V (G′)} and
E ′′′ = {{S ′:τ ′, v:τ}|v:τ ∈ N(G′) ∧ S ′:τ ′ ∈ V (H) ∧ v:τ ∈ S ′}.190

Theorem 3.6. Let G = (V,E, T ) be a typed graph and G′, be a connected
subgraph of G, with all vertices of G′ having the same type τ ∈ T . For all
H ∈ G(G′) we have that SG′H |G ≡ G.

Theorem 3.6 follows directly from the definition of subgraph substitution.
SG′H |G ≡ G substitutes a connected subgraph G′ with all vertices having the195

same type v : τ , i.e. G′ is reduced form equivalent to the singleton graph
({v:τ}, ∅, {τ}), by another connected typed graph that is also reduced form
equivalent to the singleton graph with type τ .

4. Vertex colouring

Vertex colouring is a labelling of the vertices of a graph given some re-200

strictions. In this section, we provide two definitions for vertex colouring in
typed graphs: (i) type-restrictive vertex colouring is a labelling of the vertices
such that no two adjacent vertices or no two vertices of different types can
have the same colour; (ii) type-permissive vertex colouring is a labelling of
the vertices such that no two adjacent vertices of the same type can have the205

same colour.

Definition 4.1 (Type-restrictive vertex colouring). Let κR : V → N be
the type-restrictive vertex colouring of a typed graph G = (V,E, T ). For
vi:τi, vj:τj ∈ V , if τi 6= τj or {vi:τi, vj:τj} ∈ E then κR(vi:τi) 6= κR(vj:τj).
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Definition 4.2 (Type-permissive vertex colouring). Let κP : V → N be210

the type-permissive vertex colouring of a typed graph G = (V,E, T ). For
vi:τi, vj:τj ∈ V , if τi = τj and {vi:τi, vj:τj} ∈ E then κP (vi:τi) 6= κP (vj:τj).

If the type-set has size one, both typed vertex colouring definitions sim-
plifies to the classic definition of vertex colouring. Theorem 4.3 shows that
both typed vertex colouring definitions are equivalent when the typed graph215

has type-set of size one.

Theorem 4.3. Let G = (V,E, T ) be a typed graph. If |T | = 1, then the
set of type-restrictive vertex colouring equals the set of type-permissive vertex
colouring.

Proof. Consider the two predicates PE(vi :τi, vj :τj) : {vi :τi, vj :τj} ∈ E and220

PT (vi : τi, vj : τj) : (τi = τj). Let κ : V → N. Define the following two
predicates:

PR(κ) : ∀v:τ ∈ V, @v′:τ ′ 6= v:τ ∈ V, κ(v:τ) = κ(v′:τ ′)∧(PT (v:τ, v′:τ ′)∨PE(v:τ, v′:τ ′))

PP (κ) : ∀v:τ ∈ V, @v′:τ ′ 6= v:τ ∈ V, κ(v:τ) = κ(v′:τ ′)∧PT (v:τ, v′:τ ′)∧PE(v:τ, v′:τ ′)

Notice that κ : V → N is a type-restrictive vertex colouring of G if and only
if PR(κ) is true and that κ : V → N is a type-permissive vertex colouring225

of G if and only if PP (κ) is true. Since all vertices have the same type,
PT (v:τ, v′:τ ′) is always true for all v:τ, v′:τ ′ ∈ V . Therefore both predicates
simplify to

PK(κ) : ∀v:τ ∈ V, @v′:τ ′ 6= v:τ ∈ V, (κ(v:τ) = κ(v′:τ ′)) ∧ PE(v:τ, v′:τ ′)

Notice also that the predicate PK(κ : V → N) is equivalent to the classic230

definition of vertex colouring.
We call type-restrictive chromatic number the minimum number of colours

by a type-restrictive vertex colouring, denoted by χR(G). Similarly, we call
type-permissive chromatic number the minimum number of colours by a type-
permissive vertex colouring, denoted by χP (G).235

Theorem 4.4. Let G = (V,E, T ) be a typed graph in the reduced normal
form. The type-restrictive chromatic number of G is χR(G) = |T |.
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Proof. By definition, we have that χR(G) ≥ |T |, since no two vertices of
different types can have the same colour. However, @{vi:τi, vj:τj} ∈ E, τi = τj,
and thus all vertices of the same type can have the same colour, since they240

are all independent. Therefore, χR(G) = |T |.
Theorem 4.5. Let G = (V,E, T ) be a typed graph in the reduced normal
form. The type-permissive chromatic number of G is χP (G) = 1.

Proof. By definition, ∀{vi :τi, vj :τj} ∈ E, τi 6= τj. Therefore, by definition,
there is a type-permissive vertex colouring κP : V → N such that ∀vi:τi, vj:245

τj ∈ V, κP (vi:τi) = κP (vj:τj), since τi 6= τj. Hence, χP (G) = 1.

Theorem 4.6. In a type-restrictive vertex colouring, whenever two vertices
can have the same colour, they can also have the same colour in a type-
permissive vertex colouring, but not vice versa. Formally: Let G = (V,E, T )
be a typed graph. Then

∀κR : V → N, ∀v:τ, v′:τ ′ ∈ V, κR(v:τ) = κR(v′:τ ′)

=⇒ ∃κP : V → N, κP (v:τ) = κP (v′:τ ′)

and

∀κP : V → N,∀v:τ, v′:τ ′ ∈ V, κP (v:τ) = κP (v′:τ ′)

6=⇒ ∃κR : V → N, κR(v:τ) = κR(v′:τ ′)

such that κR : V → N is a type-restrictive vertex colouring and κP : V → N
is a type-permissive vertex colouring.

Proof. Consider again the two predicates PE(vi:τi, vj :τj) : {vi:τi, vj :τj} ∈ E
and PT (vi:τi, vj:τj) : (τi = τj). Let us prove the first statement. By definition,250

κR(v : τ) = κR(v′ : τ ′) implies that PT (v : τ, v′ : τ ′) ∧ PE(v:τ, v′:τ ′). Because
PE(v:τ, v′:τ ′) is true, i.e. {v : τ, v′ : τ ′} /∈ E, by definition it follows that
∃κR : V → N, κR(v:τ) = κR(v′:τ ′).

Now, let us prove the second statement by contradiction. Suppose

∀κP : V → N,∀v:τ, v′:τ ′ ∈ V, κP (v:τ) = κP (v′:τ ′)

=⇒ ∃κR : V → N, κR(v:τ) = κR(v′:τ ′).

By definition, κP (v:τ) = κP (v′:τ ′) implies that PT (v:τ, v′:τ ′) ∨ PE(v:τ, v′:τ ′).
Therefore, either PT (v:τ, v′:τ ′) is true, or PE(v:τ, v′:τ ′) is true, or both are255

true. However, if PT (v:τ, v′:τ ′) is true, then v:τ and v′:τ ′ have different types,
i.e., τ 6= τ ′. Therefore, by definition, @κR : V → N, κR(v :τ) = κR(v′ :τ ′),
which is a contradiction.
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Theorem 4.6 suggests that type-restrictive vertex colouring is more pro-
hibitive for repeating colours than type-permissive vertex colouring. Corol-260

lary 4.7 follows directly from Theorem 4.6, because we can always find a
type-permissive vertex colouring that repeats at least as many colours as the
type-restrictive vertex colouring.

Corollary 4.7. Let G = (V,E, T ) be a typed graph. Thus χP (G) ≤ χR(G).

Theorem 4.8. Let G = (V,E, T ) be a typed graph, with |T | = k, and S265

be the set of homogeneous connected components of G. For each τi ∈ T , let
Hi =

⋃
{S ′ ∈ S|T (S ′) = {τi}}, i.e. Hi is the union of the homogeneous

connected components of G with all vertices having the same type τi. Let
κ1, κ2, . . . , κk : V → N, such that κi : V → N is a type-restrictive vertex
colouring for the subgraph Hi, for all i ∈ [1, k]. If Im κi ∩ Im κj = ∅, then270 ⋃k
i=1 κi is a type-restrictive vertex colouring of G.

Proof. Let us prove by contradiction. Suppose κR =
⋃k
i=1 κi is not a type-

restrictive vertex colouring. Therefore ∃v:τ, v′:τ ′ ∈ V such that κR(v:τ) =
κR(v′:τ ′)∧(τ 6= τ ′∨{v:τ, v′:τ ′} ∈ E). Let us analyse κR(v:τ) = κR(v′:τ ′)∧τ 6=
τ ′ and κR(v:τ) = κR(v′:τ ′) ∧ {v:τ, v′:τ ′} ∈ E in two separate cases and show275

that they both never occur.
Because τ 6= τ ′ implies that v:τ and v′:τ ′ belong two different subgraphs,

resulting from the union of homogeneous connected components of the same
type, and therefore κR(v:τ) 6= κR(v′:τ ′) since κi have disjoint image sets for
different types. Therefore κR(v:τ) = κR(v′:τ ′) ∧ τ 6= τ ′ is not possible.280

For the second case, we have shown that τ 6= τ ′ contradicts κR(v :τ) =
κR(v′:τ ′), then we consider that τ = τ ′. However, τ = τ ′ ∧ {v:τ, v′:τ ′} ∈ E
implies that v : τ and v′ : τ ′ are in the same subgraph, resulting from the
union of homogeneous connected components of the same type, and are also
adjacent vertices. Which contradicts the assumption that ki are valid type-285

restrictive vertex colouring for the subgraph Hi, for all i ∈ [1, k]. Therefore,
κR(v:τ) = κR(v′:τ ′) ∧ {v:τ, v′:τ ′} ∈ E is also not possible.

Since both cases are not possible, we have a contradiction.

Corollary 4.9. Let G = (V,E, T ) be a typed graph, with |T | = k, and S
be the set of homogeneous connected components of G. For each τi ∈ T , let290

Hi =
⋃
{S ′ ∈ S|T (S ′) = {τi}}, i.e. Hi is the union of the homogeneous

connected components of G with all vertices having the same type τi. Let
κ1, κ2, . . . , κk : V → N, such that κi : V → N is a minimum type-restrictive
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vertex colouring for the subgraph Hi, for all i ∈ [1, k]. If Im κi ∩ Im κj = ∅,
then

⋃k
i=1 κi is a minimum type-restrictive vertex colouring of G.295

Proof. Suppose
⋃k
i=1 κi is not a minimum type-restrictive vertex colouring of

G. Then there is a minimum type-restrictive vertex colouring k : V → N,
such that |Imκ| < |Im

⋃k
i=1 κi|. By definition, if we denote by Im[τ ]κ the

image of the colouring function κ for the vertices of type τ , i.e. Im[τ ]κ =
{κ(v : τ)|v : τ ∈ V [τ ]}, then we know that τi, τj ∈ T, τi 6= τj implies that
(Im[τi]κ) ∩ (Im[τj]κ), because no two vertices of different types can have the
same colour. Therefore,

|Imκ| < |Im
k⋃
i=1

κi|

|
k⋃
i=1

(Im[τi]κ)| < |Im
k⋃
i=1

κi|

k∑
i=1

|Im[τi]κ| <
k∑
i=1

|Imκi|

and thus ∃τi ∈ T such that |Im[τi]κ < Imκi, which is a contradiction, since
κi : V → N is a minimum type-restrictive vertex colouring for the subgraph
Hi, for all i ∈ [1, k].

In this section, we studied two definitions of vertex colouring. Although
these definitions are consistent with the classic definition of vertex colouring300

for homogeneous graphs, there is no reason to not consider similar definitions
with the opposite type-based restriction, which we call negative definitions.
In the remaining of this section, we study the negative definitions of both
vertex colouring definitions presented above. These negative vertex colouring
definitions do not simplify to the classic definition of vertex colouring if we305

consider homogeneous graphs.

Definition 4.10 (Negative type-restrictive vertex colouring). Let κR : V →
N be the negative type-restrictive vertex colouring of a typed graph G =
(V,E, T ). For vi : τi, vj : τj ∈ V , if τi = τj or {vi : τi, vj : τj} ∈ E then
κR(vi:τi) 6= κR(vj:τj).310

Definition 4.11 (Negative type-permissive vertex colouring). Let κP : V →
N be the negative type-permissive vertex colouring of a typed graph G =
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(V,E, T ). For vi : τi, vj : τj ∈ V , if τi 6= τj and {vi : τi, vj : τj} ∈ E then
κP (vi:τi) 6= κP (vj:τj).

Theorem 4.12 shows that both negative vertex colouring definitions are315

equivalent when the typed graph has all vertices with an unique type.

Theorem 4.12. Let G = (V,E, T ) be a typed graph. If |T | = |V |, i.e.,
∀v:τ ∈ V, @v′:τ ′ ∈ V such that v:τ 6= v′:τ ′∧τ = τ ′, then the set of negative type-
restrictive vertex colouring equals the set of negative type-permissive vertex
colouring.320

Proof. Consider the two predicates PE(vi :τi, vj :τj) : {vi :τi, vj :τj} ∈ E and
PT (vi : τi, vj : τj) : (τi = τj). Let κ : V → N. Define the following two
predicates:

PR(κ) : ∀v:τ ∈ V, @v′:τ ′ 6= v:τ ∈ V, κ(v:τ) = κ(v′:τ ′)∧(PT (v:τ, v′:τ ′)∨PE(v:τ, v′:τ ′))

PP (κ) : ∀v:τ ∈ V, @v′:τ ′ 6= v:τ ∈ V, κ(v:τ) = κ(v′:τ ′)∧PT (v:τ, v′:τ ′)∧PE(v:τ, v′:τ ′)

Notice that κ : V → N is a negative type-restrictive vertex colouring of G if325

and only if PR(κ) is true and that κ : V → N is a negative type-permissive
vertex colouring of G if and only if PP (κ) is true. Since all vertices have the

unique types, PT (v:τ, v′:τ ′) is always true for all v :τ, v′ :τ ′ ∈ V . Therefore
both predicates simplify to

PK(κ) : ∀v:τ ∈ V, @v′:τ ′ 6= v:τ ∈ V, (κ(v:τ) = κ(v′:τ ′)) ∧ PE(v:τ, v′:τ ′)

330

5. Special subsets of vertices

In this section we study special subsets of vertices in the light of typed
graph theory. First we define, prove individual properties and also relations
between vertex cover and independent sets. Second, we analyse dominating
sets in typed graphs.335

5.1. Vertex cover and independent set

Definition 5.1 (Type-restrictive vertex cover). Let G = (V,E, T ) be a typed
graph. S ⊆ V is a type-restrictive vertex cover if and only if ∀{vi:τi, vj:τj} ∈
E, (τi = τj =⇒ (vi:τi ∈ S ∨ vj:τj ∈ S)∧ (τi 6= τj =⇒ (vi:τi ∈ S ∧ vj:τj ∈ S).
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A type-restrictive vertex cover must contain at least one vertex of each340

edge or both if they have different types.

Definition 5.2 (Type-permissive vertex cover). Let G = (V,E, T ) be a typed
graph. S ⊆ V is a type-permissive vertex cover if and only if ∀{vi:τi, vj:τj} ∈
E, τi 6= τj ∨ (vi:τi ∈ S ∨ vj:τj ∈ S).

A type-permissive vertex cover must contain at least one vertex of each345

edge with both endpoints of the same type.

Theorem 5.3. Let G = (V,E, T ) be a homogeneous typed graph, i.e. |T | = 1.
Therefore, S ⊆ V is a type-restrictive vertex cover if and only if S is also a
type-permissive vertex cover.

Proof. Since all vertices have the same type, ∀vi:τi, vj:τj ∈ V, τi = τj, then the350

definitions of both type-restrictive vertex cover and type-permissive vertex
cover can be simplified for the homogeneous typed graph G. In particular,
S ⊆ V is a type-restrictive vertex cover of G if and only if ∀{vi:τi, vj:τj} ∈ E,
τi = τj =⇒ (vi:τi ∈ S∨vj:τj ∈ S), because τi 6= τj =⇒ (vi:τi ∈ S∧vj:τj ∈ S)
is always true. Similarly, S ⊆ V is a type-permissive vertex cover of G if and355

only if ∀{vi:τi, vj :τj} ∈ E, (vi:τi ∈ S ∨ vj :τj ∈ S), because τi 6= τj is always
false. Therefore, both definitions are equivalent for the simplified scenario of
homogeneous typed graphs.

Theorem 5.4. Let G = (V,E, T ) be a connected typed graph in the reduced
normal form. Therefore, S ⊆ V is a type-restrictive vertex cover if and only360

if S = V .

Proof. By definition, ∀{vi : τi, vj : τj} ∈ E, τi 6= τj and there is no isolated
vertex in G. Therefore, a type-restrictive vertex cover of G must contain
both endpoints of every edge in G. Hence, V is the only type-restrictive
vertex cover of G.365

Theorem 5.5. Let G = (V,E, T ) be a connected typed graph in the reduced
normal form. Therefore, ∅ is a type-permissive vertex cover of G.

Proof. Let us prove by contradiction. Suppose ∅ is not a type-permissive
vertex cover of G. Then, ∃{vi:τi, vj:τj} ∈ E such that τi = τj ∧ vi:τi /∈ ∅ ∧ vj:
τj /∈ ∅, which is a contradiction because,@{vi:τi, vj:τj} ∈ E, τi = τj.370
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Definition 5.6 (Type-restrictive independent set). Let G = (V,E, T ) be
a typed graph. S ⊆ V is a type-restrictive independent set if and only if
∀vi:τi, vj:τj ∈ S, vi:τi 6= vj:τj =⇒ (vj:τj /∈ N(vi:τi) ∧ τi = τj).

A type-restrictive independent set contains only independent (i.e. non-
adjacent) vertices of the same type.375

Definition 5.7 (Type-permissive independent set). Let G = (V,E, T ) be
a typed graph. S ⊆ V is a type-permissive independent set if and only if
∀vi:τi, vj:τj ∈ S, vi:τi 6= vj:τj =⇒ (vj:τj /∈ N(vi:τi) ∨ τi 6= τj).

Theorem 5.8. Let G = (V,E, T ) be a homogeneous typed graph, i.e. |T | = 1.
Therefore, S ⊆ V is a type-restrictive independent set if and only if S is also380

a type-permissive independent set.

Proof. Since all vertices have the same type, the definitions of both type-
restrictive independent set and type-permissive independent set can be sim-
plified for the homogeneous typed graph G. In particular, S ⊆ V is a type-
restrictive independent set of G if and only if ∀vi :τi, vj :τj ∈ S, vi :τi 6= vj :385

τj =⇒ vj :τj ∈ N(vi:τi). because τi = τj is always true. Similarly, S ⊆ V
is a type-permissive independent set of G if and only if ∀vi :τi, vj :τj ∈ S,
vi:τi 6= vj:τj =⇒ vj:τj ∈ N(vi:τi). because τi 6= τj is always false. Therefore,
both definitions are equivalent for the simplified scenario of homogeneous
typed graphs.390

Theorem 5.9. Let G = (V,E, T ) be a typed graph in the reduced normal
form. Let τ ∈ T and V [τ ] = {vi : τi ∈ V |τi = τ}. Therefore, V [τ ] is a
type-restrictive independent set of G.

Proof. By definition, ∀{vi:τi, vj:τj} ∈ E, τi 6= τj. Therefore, @vi:τi, vj:τj ∈ V
such that {vi :τi, vj :τj} ∈ E ∧ τi = τj. Hence, V [τ ] is a set of independent395

vertices of the same type, i.e. V [τ ] is a type-restrictive independent set of
G.

Theorem 5.10. Let G = (V,E, T ) be a typed graph in the reduced normal
form. Therefore, V is a type-permissive independent set of G.

Proof. By definition, ∀{vi:τi, vj :τj} ∈ E, τi 6= τj. Suppose V is not a type-400

permissive independent set. Thus ∃vi:τi, vj:τj ∈ V, {vi:τi, vj:τj} ∈ E ∧ τi = τj,
which is a contradiction. Hence, V is a type-permissive independent set of
G.
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For a typed graph G, we define G as the complement graph with the types
of vertices preserved. The following two theorems show relations between405

typed independent sets and the complement graph.

Theorem 5.11. Let G = (V,E, T ) be a typed graph and S ⊂ V be a type-
restrictive independent set of G. Thus, G[S] is a complete homogeneous typed
graph, i.e., every pair of vertices in G[S] are adjacent and of the same type.

Proof. Let us prove by contradiction. Suppose G[S] = (S,E ′, T ′) is not a410

complete homogeneous typed graph. Then, ∃vi:τi, vj :τj ∈ S, {vi:τi, vj :τj} /∈
E ′ ∨ τi 6= τj.

First, {vi : τi, vj : τj} /∈ E ′ implies that {vi : τi, vj : τj} ∈ E, which is a
contradiction since vi:τi, vj:τj ∈ S and S contains no adjacent vertices of G.

Second, τi 6= τj is also a contradiction, again, because vi:τi, vj:τj ∈ S and415

S contains only vertices of the same type.

Theorem 5.12. Let G = (V,E, T ) be a typed graph and S ⊂ V be a type-
permissive independent set of G. All type-induced subgraphs of G[S] are
complete homogeneous typed graph, i.e., ∀τ ∈ T , (G[S])[τ ] is a complete
homogeneous typed graph.420

Proof. Let us prove by contradiction. Suppose (G[S])[τ ] = (V ′, E ′, {τ}), for
any τ ∈ T , is not a complete homogeneous typed graph. Then, ∃vi:τ, vj:τ ∈
V ′, {vi:τ, vj:τ} /∈ E ′. However, {vi:τ, vj:τ} /∈ E ′ implies that {vi:τ, vj:τ} ∈ E,
which is a contradiction since vi : τ, vj : τ ∈ S and S contains no adjacent
vertices of the same type in G.425

Theorem 5.13. Let G = (V,E, T ) be a typed graph. If S ⊆ V is a type-
restrictive vertex cover then V \ S is a type-permissive independent set.

Proof. Let us prove by contradiction. Suppose V \S is not a type-permissive
independent set. Thus, ∃vi :τi, vj :τj ∈ V \ S such that vi :τi 6= vj :τj ∧ {vi :
τi, vj :τj} ∈ E ∧ τi = τj, which is a contradiction, because we assumed that430

vi:τi, vj:τj ∈ V \ S, but we know that {vi:τi, vj:τj} ∈ E ∧ τi = τj implies that
vi:τi ∈ S ∨ vj:τj ∈ S, since S is a type-restrictive vertex cover.

Theorem 5.14. Let G = (V,E, T ) be a typed graph. S ⊆ V is a type-
permissive independent set if and only if V \ S is a type-permissive vertex
cover.435
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Proof. We prove in two steps.
(=⇒) Let us prove by contradiction. Suppose V \ S is not a type-

permissive vertex cover. Thus, ∃{vi :τi, vj :τj} ∈ E such that τi = τj ∧ vi :
τi /∈ V \S∧vj:τj /∈ V \S, i.e., {vi:τi, vj:τj} ∈ E∧τi = τj ∧vi:τi ∈ S∧vj:τj ∈ S,
which is a contradiction since S is a type-permissive independent set.440

(⇐=) Let us prove by contradiction. Suppose V \ S is not a type-
permissive independent set. Thus, ∃vi :τi, vj :τj ∈ V \ S such that vi :τi 6=
vj:τj ∧ {vi:τi, vj:τj} ∈ E ∧ τi = τj, i.e., for vi:τi 6= vj:τj, vi:τi, vj:τj /∈ S ∧ {vi:
τi, vj:τj} ∈ E∧τi = τj, which is a contradiction since {vi:τi, vj:τj} ∈ E∧τi = τj
implies that vi:τi ∈ S ∨ vj:τj ∈ S.445

Theorem 5.15. Let G = (V,E, T ) be a typed graph. If S ⊆ V is a type-
restrictive independent set then V \ S is a type-permissive vertex cover.

Proof. Let us prove by contradiction. Suppose V \S is not a type-permissive
vertex cover. Thus, ∃{vi:τi, vj:τj} ∈ E such that τi = τj ∧ vi:τi /∈ V \ S ∧ vj:
τj /∈ V \ S, i.e., {vi :τi, vj :τj} ∈ E ∧ τi = τj ∧ vi :τi ∈ S ∧ vj :τj ∈ S, which450

is a contradiction since S is a type-restrictive independent set, and therefore
vi:τi, vj:τj ∈ S =⇒ {vi:τi, vj:τj} /∈ E ∧ τi = τj.

5.2. Dominating set

Definition 5.16 (Dominating set). Let G = (V,E, T ) be a typed graph.
S ⊆ V is a dominating set if and only if ∀vi:τi ∈ V, vi:τi ∈ S ∨ (∃vj:τj ∈ S, vj:455

τj ∈ N(vi:τi) ∧ τi = τj).

If G is a homogeneous typed graph then Definition 5.16 of dominating
set is equivalent to the classic untyped definition of dominating set.

Theorem 5.17. If G = (V,E, T ) is a typed graph in the reduced normal
form, then V is the only dominating set of G.460

Proof. Because G is in the reduced normal form, by definition, ∀vi:τi ∈ V, @vj:
τj ∈ S, vj:τj ∈ N(vi:τi) ∧ τi = τj. Therefore, every vertex vi:τi ∈ V must be
in the dominating set.

Theorem 5.18. Let G be a typed graph. ∀τ ∈ T , Sτ is a dominating set of
G[τ ] if and only if ∪τ∈TSτ is a dominating set of G.465

Proof. (=⇒) Suppose ∀τ ∈ T , Sτ is a dominating set of G[τ ]. Hence, ∀vi:τ ∈
V it holds that either vi:τ ∈ Sτ or there is vj:τ ∈ S such that vj:τ ∈ N(vi:τ).
Therefore, ∪τ∈TSτ is a dominating set of G.

17



(⇐=) Suppose S is a dominating set of G. Let Sτ = {vi:τi ∈ S|τi = τ}.
Thus, for all vertex vi :τ ∈ V of type τ , it holds that either vi :τ ∈ S, and470

then vi:τ ∈ Sτ , or there is vj:τ ∈ S, i.e. vj:τ ∈ Sτ , such that vj:τ ∈ N(vi:τ).
Therefore, Sτ is a dominating set of G[τ ].

Corollary 5.19. Let G be a typed graph and S be the minimum dominating
set of G. Thus, |S| is greater than or equal to the number of homogeneous
connected components of G.475

Definition 5.20 (Negative dominating set). Let G = (V,E, T ) be a typed
graph. S ⊆ V is a dominating set if and only if ∀vi:τi ∈ V, vi:τi ∈ S ∨ (∃vj:
τj ∈ S, vj:τj ∈ N(vi:τi) ∧ τi 6= τj).

If G is a typed graph in the reduced normal form then Definition 5.20
of negative dominating set is equivalent to the classic untyped definition of480

dominating set.

Theorem 5.21. If G = (V,E, T ) is a homogeneous typed graph, then V is
the only negative dominating set of G.

Proof. Because G is a homogeneous typed graph, by definition, ∀vi : τi ∈
V, @vj :τj ∈ S, vj :τj ∈ N(vi :τi) ∧ τi 6= τj. Therefore, every vertex vi :τi ∈ V485

must be in the dominating set.

6. Binary operations

Let G1 = (V1, E1, T1) and G2 = (V2, E2, T2) be typed graphs.

Definition 6.1 (Graph union). G1 ∪G2 = (V1 ∪ V2, E1 ∪ E2, T1 ∪ T2)

Definition 6.2 (Graph intersection). G1 ∩G2 = (V1 ∩ V2, E1 ∩ E2, T1 ∩ T2)490

Definition 6.3 (Join). If V1 ∩ V2 = ∅ then we define G1 on G2 = (V1 ∪
V2, E1 ∪ E2 ∪ E ′, T1 ∪ T2) with E ′ connecting vertices of the same type, i.e.,
E ′ = {{v1:τ1, v2:τ2}|v1:τ1 ∈ V1 ∧ v2:τ2 ∈ V2 ∧ τ1 = τ2}

Definition 6.4 (Negative join). If V1 ∩ V2 = ∅ then we define G1onG2 =
(V1 ∪ V2, E1 ∪E2 ∪E ′, T1 ∪ T2) with E ′ connecting vertices of different types,495

i.e., E ′ = {{v1:τ1, v2:τ2}|v1:τ1 ∈ V1 ∧ v2:τ2 ∈ V2 ∧ τ1 6= τ2}

Proposition 6.5. Let G1,G2 be typed graphs and H = <G1on<G2. H ' <H .
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Proof. Let <G1 = (V1, E1, T1) and <G2 = (V2, E2, T2). By definition we have
H = (V1 ∪ V2, E1 ∪ E2 ∪ E ′, T1 ∪ T2) with E ′ = {{v1:τ1, v2:τ2}|v1:τ1 ∈ V1 ∧
v2:τ2 ∈ V2 ∧ τ1 6= τ2}. Since, by definition, ∀Ei ∈ {E1, E2, E

′},@{vi:τi, vj:τj} ∈500

Ei where τi = τj, therefore H is in the reduced normal form.

Proposition 6.6. Let G1 = (V1, E1, T ) and G2 = (V2, E2, T ) be typed graphs
with the same type-set and H = G1 on G2. For all τ ∈ T , <H [τ ] is a singleton
graph of type τ .

Proof. By definition, ∀v1:τ1 ∈ V1 and ∀v2:τ2 ∈ V2, if τ1 = τ2 then v1:τ1 and505

v2:τ2 are adjacent in H. Therefore, H[τ ] is a single homogeneous connected
component in H. As proved in Theorem 2.11, the reduced normal form of
a homogeneous connected component of type τ is a singleton graph of type
τ .

7. Properties of typed trees510

In this section we study some properties of typed trees. Typed trees are
special cases of typed graphs. A typed graph G = (V,E, T ) is a typed tree
if (V,E) is a tree.

Proposition 7.1. Let G = (V,E, T ) be a perfect typed n-ary tree, i.e. every
non-leaf vertex contains exactly n children, of height h and |T | = k. Con-515

sidering that the types are randomly distributed amongst the vertices with a
uniform probability. Let B(r) be the set of all binary r-tuples (b1, b2, . . . , br),
where bi ∈ {0, 1} for all bi. Therefore, the expected height of <G is

h

1−
∑

(x0,x1,...,xh−1)∈B(h)

h−1∏
i=0

xi(
1

k
)n
i+1


Proof. Given any vertex v:τ , the probability that all its n children have the
same type τ is ( 1

k
)n.520

A reduction happens in a level l of the typed tree if and only if all nl

vertices in level l have all their respective children with the same type. Thus,
the reduction happens in a level l with probability

P{Rl} =
((1

k

)n)nl
=
(1

k

)nl+1
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Considering the function

p(x0, x1, . . . , xh−1) =
h−1∏
i=0

xiP{Ri}

where xi ∈ {0, 1} for all xi.525

Therefore, the expected height of <G is

h

1−
∑

x∈B(h)

p(x)


where p(x) = p(x0, x1, . . . , xh−1) for x = (x0, x1, . . . , xh−1) ∈ B(h).

Proposition 7.2. Let G = (V,E, T ) be a typed tree in the reduced normal
form. Using de definition of G∗(v:τ), v:τ ∈ V , presented in Proposition 3.4,
consider K ⊆ [G]≡ such that530

K ⊆ {Sv1:τ1H1
|Sv2:τ2H2

| . . . |Svn:τnHn
|G | Hi ∈ G∗(vi:τi), vi:τi ∈ V }

where K contains only typed trees. Therefore∏
v:τ∈V

(
d(v:τ)

2

)
≤ |K| ≤

∏
v:τ∈V

(
d(v:τ)

2

)
d(v : τ)d(v:τ)−2

Proof. Let d′ = d(v :τ). Again, notice that {S|P ∗P (S, v :τ)} is the set of all
valid partitions of the set N(v:τ) into exactly d′ partitions, where some of
the partitions may receive no element of N(v:τ). We can partition N(v:τ) in
a total of

(
d′

2

)
different ways. Thus |{S|P ∗P (S, v:τ)}| =

(
d′

2

)
.535

For any valid vertex-set V ′ = {S ′:τ |S ′ ∈ S}, with P ∗P (S, v:τ) true, consider
the subset E ′′ ⊆ {E ′|PC(V ′, E ′, τ)} that represents the set of all edge-sets
such that the corresponding graph is a tree. Since |V ′| ≤ d′, by using Cayley’s
formula [3], the number of trees on d′ vertices is d′d

′−2, i.e., |E ′′| ≤ d′d
′−2.

If we repeat this process for all vertices in V , considering only graphs540

that represent trees, we conclude that∏
v:τ∈V

(
d(v:τ)

2

)
≤ |K| ≤

∏
v:τ∈V

(
d(v:τ)

2

)
d(v : τ)d(v:τ)−2
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